Here are sone notes on LPARs/DLPARs under Al X 5.2 and HMC code Rel ease 3,
Version 1.0 and later (the m nimmrequired for Dynam c LPARS).

Menory Assignnent Restrictions

For Al X 5.2 DLPARs, it is highly reconrended that you utilize the "Small Real
Mode Address Regi on" option when defining the partition. Please keep in mnd
that by default this option is NOT selected. When this option is used the
menory allocation follows this rule: the maxi mum nmenory allocation is 64
times the mninum nenory allocation. The Small Real Mde Address Region
option provides significant flexibility in assigning LPAR nenory sizes.

Exanpl e:

An AIX 5.2 LPAR in "Small Real Mde" with a mninum nenory size of 256MB
could have a maxi mum size of 16 GB. A simlar LPAR with a mninmm 512MB
menory all ocation could have a maxi mum val ue of 32GB.

The menory size restrictions outlined below apply in those partitions where
the "Small Real Mdde Address Region" option has NOT been sel ected. Once

again, this node is not recomended for Al X 5. 2.

The val ues for required, mninmm and maxi num nenory allocation nust all be
within the sane range. The all owabl e ranges are:

256MB - 4GB

1GB - 16GB
16GB - 256GB
256GB - 4TB

The following text was in the original nessages on this topic but no |onger

appl i es: Se—we—sH—H—ha#e—Pe—be—eapef—uJ—mhen—me—FaJ—k—abem—n%m

Dynami ¢ LPAR relies on Service Focal Point and RSCT. This neans that TCP/IP
(including the hostnane) on the HMC nust be configured. The /etc/hosts
files on the HMC and all LPARs nust have entries for all entities with the
host nane appearing first in any list of aliases.

I ran into a problem with DLPAR after using the altinst_rootvg cloning
procedure to create the second LPAR The file /etc/ct_node_ id had the sane
contents on both LPARs so the RSCT thought it had only one LPAR to manage.

Devel opnent is still deciding whether or not the RSCT should have recognized
and corrected this, or if a procedural change needs to be made to the
altinst_rootvg wite-up in the ALX LPAR Guide (SC23-4382). In the neantine, a

wor karound is to run these two commands after the first boot of the new LPAR

fusr/sbin/rsct/install/bin/uncfgct -n
/fusr/sbin/rsct/install/bin/cfgct


http://publib16.boulder.ibm.com/pseries/en_US/aixins/aixlparins/aixlparins.htm

A subsequent reboot should get everyone synchroni zed from an RSCT perspecti ve.

The duplicate /etc/ct_node_id condition are likely to cause negative behaviors
in a HACW scenario between cloned LPARs. G oning an LPAR with a nksysb
tape/DVD will likely cause the sane problem | verified that NIM installs

avoid this problemas a unique /etc/ct_node_id file is created.

Addi ng/ Renovi ng Adapters with DLPAR

Addi ng an adapter is just as you would expect. Select the active partition on
the HMC and choose the DLPAR nenu and adapters from the sub-nenu. Then add
the adapter. Run "cfgngr" on the LPAR to nmake the new device available. NOTE
that an added adapter is RETAINED across a reboot (shutdown -Fr). | suspect
if you shutdown and start with a different profile the adapter is not retained
but did not have tine to confirmthis.

Renoving is a little nore conplicated:

®* Myve the child devices from"available to "defined" (rndev -1 device)

®* NMyve the parent device from"available" to "defined" (rndev -1 device)

* Myve the associated PCl bus device from "avail able” to "defined" (rndev -I
pci XX)

® Use the DRSLOT conmand to "renove" the card fromthe slot.

® Use the DLPAR nmenu on the HMC to renove the adapter.

If you are uncertain about child devices, use sonething |like "odnget CuDv |
grep -p parentdevice" to get the stanzas for the children

NOTE: This script is useful when you are making the PCl bus associated wth
an adapter "defined" before the adapter can be noved to a different
partition. It gathers key information about an adapter (including the
PCl bus) into a single file.

#!/ bi n/ ksh

#

# As-is script to display adapter information on an Al X system
# Please forward changes to Bill Mraca at wroraca@is.i bm com
#

QUTFI LE=/ t np/ adapt eri nf o. t xt
TI TLE="DEVI CE\ t HW ADDRESS\ t LOCN\ t PClI Bus\'t  DESCRI PTI ON'

#

print $TI TLE >$OUTFI LE

for i in “Isdev -Cc adapter | grep -i available | grep -v Standard

grep -v Keyboard | grep -v Mouse | grep -vi etherchannel | cut -f1 -d"
do

line="Iscfg -vl $i | head -1°

devc="print $line | awk '{ print $1 }'"

hwslot="print $line | awk '{ print $2}'°

desc="print $line | cut -f3- -d" "°

locn="Isdev -Cc adapter | grep *$i" " | awk "{ print $3 }'°

pci b="odnget -q name=$i CuDv | grep parent | cut -f2 -d'"'"

print "$devc\t$hwsl ot\t $l ocn\t $pci b\t $desc” >>$OUTFI LE
done


mailto:wmoraca@us.ibm.com

As an exanpl e on the above sequence, if you were renoving ent4 you would
do the foll ow ng

i fconfig end down

i fconfig end detach

rndev -1 en4

ifconfig et4 down

ifconfig et4 detach

rndev -1 et4

rnmdev -1 ent4

rnmdev -1 pcil0 # assunes that ent4 is in pcil0
DLPAR nmenu sequence



